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Systems of linear equations

Matrix algebra can be used to represent systems of linear

equations. Consider the following system:

3x —2y +4z
y+2z
X+y+2z

=5
0

We can write this system as a matrix equation.

3 =2 4 X
Let A= ] O 1 2, X=1]y
1 11 4
3 =2 4 X [ —5
then | O 1 2 y | = 0
1 11 z | 4

-5
and C = 0
4

ie AX =C



Systems of linear equations

3 =2 47 [x -5
0 1 2||yl|=] 0
1 11 z 4
T T

A X = C

The matrix A is made up of the coefficients of the system.

The left hand side of the matrix equation, AX, isa 3 x 1 column
matrix, and when multiplied out gives:

3x + (—2)y + 4z 3x —2y + 4z -5
Ox+1ly+2z | = y+2z | = 0
Ix+1ly+1z X+y+z 4

Equating rows, we get back our system of equations again.



Solving the matrix equation

If Ais a square matrix and has an inverse, A~!, then we can solve
the system of equations as follows:

AX = C
AN AX) = ATIC multiplying on the left by A1
(ATA)(X) = ATIC using associativity
X = A'C ATA =
X = AC

Provided we have A~! we can solve any system of n linear
equations with n unknowns in this manner; the difficulty is finding

AL if it exists.

We will see how this works for a simple example next.



Solve the following system of equations:

3x+y = 13
X+2y = 1.

We can write this as 31 X = 13 e AX =C
1 2 y 1

31
whereA{1 2}.

Al = ‘ i é ‘ =3(2) — 1(1) = 5 so A~ ! exists, and



Example continued

Recall, that if AX = C and A~ exists then X = A~1C.

So for our example {:; é] X]:{IS]
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sox=>5,and y = —-2.





